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Abstract—The advent of the Internet of Things (IoT) is
changing the way to conceive distributed systems. Nowadays, we
can talk about IoT and Cloud computing to indicate a new type
of distributed system consisting of a set of smart objects which
are interconnected through the Internet with a remote Cloud
infrastructure, platform, or software. IoT promises to achieve
new benefits in several industrial businesses. Among these, the
Oil and Gas (O&G) industries can achieve the greatest benefit
by using the IoT as enabler of new sources of information. In
this paper, a simulation-based Multi Criteria Decision Making
(MCDM) brokerage strategy is presented. The goal is to allow
cooperative small-medium size IoT Cloud providers to satisfy the
request for IoT-Cloud services, with a good compromise between
service level and business for the O&G industries.

I. INTRODUCTION

The proliferation of a wide variety of Internet-connected
and low-cost devices is leading to the development of the
revolutionary communication paradigm known as the Internet
of Things (IoT) [1]. It allows both public and private orga-
nizations to combine always-connected, non-invasive, smart
objects (Things) [2] to improve everyday human activities.

Moreover, the combination between IoT and Cloud comput-
ing is pursuing new levels of efficiency in delivering services
[3]. The emerging business perspectives coming from IoT are
pushing private, public, and hybrid Cloud Service Providers
(CSPs) to integrate their systems with embedded devices
(including sensors and actuators) in order to provide new
services. As a consequence: i) new types of providers have
been rising that combine the traditional Cloud computing
paradigm with IoT; ii) new type of distributed system have
been designed. They consist of a set of smart devices in-

terconnected with a remote Cloud infrastructure, platform, or
software through the Internet, in order to provide Sensor and
Actuator as a Service (SAaaS).

Furthermore, Community Cloud is an emerging topic. It is
built and provisioned by its members and it can be owned
and managed by the Community itself, by a third party, or
a combination of both. A small or medium size CSP which
receives IoT service requests from customers and is unable to
satisfy whole requests by allocating suitable and affordable re-
sources at its data-centers, can take part in a “community” [4].
The resulting benefits, costs (i.e., money) and responsibilities
are shared among the Community CSPs. These latter will be
able to offer IoT-Cloud services through private data-centers,
i.e. by private Clouds, they can be commercially offered for
customers, i.e. by public Clouds, or yet it is possible that
both public and private Clouds are combined forming hybrid
Clouds.

In any case, the IoT-Cloud union can demand a wide range
of new “big data” capable technologies and services in order
to manage both semi-structured and unstructured data. About
this “big data problem” the total amount of data created (and
not necessarily stored) by any device will reach 600 ZB per
year by 2020 [5].

In such scenario, the IoT-Cloud union is creating a new
digital agenda for Oil and Gas (O&G), thus changing the way
to conceive distributed systems to serve this business.

To be leader an O&G company needs to innovate its indus-
trial control systems by using IoT as a new model to integrate
information from data gathered, employees and industrial
processes across its supply chain. This progress can result in
new business opportunities, especially in to keep human safety
in the industrial plant. Studying IoT innovation and the early
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use cases will help Chief Information Officers (CIOs) and
IT leaders towards a strategic perspective to capture business
value from the IoT-Cloud union.

Insirio SpA pays serious attention to the above-mentioned
necessities. It develops Information Technology solutions for
the Owner Operators, the Engineering Procurement Construc-
tion (EPC) Companies and their suppliers and sub-contractors.
Its experience in a hundred projects for the O&G industry
addressed the presented work to understanding the feasibility
of the IoT application in O&G. In this regard, the use of IoT in
O&G Industry is feasible in the construction site phase (e.g.,
traceability of specific modules for pipelines, human safety
devices), and not in the executive and maintenance phases.
The reason is due to the current know-how and the difficulties
in using “open” hardware and software (e.g., Arduino) by
suitable low-cost smart objects for executive and maintenance,
in compliance with safety conditions.

II. MOTIVATIONS

O&G companies can control their processes by using smart
objects and deployed services capable to act locally on the data
they generate, while still using the Cloud for data management,
analytics, and durable storage.

Such scenario demands timely, repeatable, and control-
lable methodologies for evaluation of algorithms, applications
and policies before the development of IoT-Cloud services,
especially to achieve a good compromise between several
heterogeneous indicators. Generally, real testbeds would seem
the best choice. However, since the use of real testbeds limits
the experiments to the scale of the testbed, thus making
the reiteration of results an extremely difficult undertaking,
alternative approaches need to be considered. Among these
possible alternatives, simulations tools allow researchers and
practitioners to evaluate working hypothesis before the soft-
ware development. The above approach is fundamental for
IoT-Cloud environments, because access the infrastructure
incurs payments in real currency (pay-as-you-go system). Sim-
ulation tools can offer significant benefits both for customers
and CSPs.

1) Customer-side Benefits: Customers can test their IoT
and Cloud services in repeatable and controllable environment,
without additional cost. Moreover, a customer can evaluate the
amount of smart objects to use and raw data to transmit to the
Cloud in order to contemporary reduce costs and to increase
the quality of the data.

2) CSP-side Benefits: At the CSP-side simulators can allow
evaluation of different scenarios where to allocate IoT-Cloud
resources under varying performances, workload conditions,
and monetary cost distributions. A Community CSP can
proceed in its business analysis thus to optimize the resource
access cost with a special focus on improving profits.

In the absence of such simulation-based environments, both
IoT-Cloud customers and CSPs risk to commit serious errors

of assessment, or to refer to non-objective evaluations, result-
ing in inefficient service performance and economic losses.
Therefore, both for customers and CSPs, simulations-based
environments allow to evaluate the hypothesis prior to the
software development, thus reducing the risk of economic
losses and scarce Quality of Service. In such a context, to
provide CIOs and IT leaders with guidelines for managing
their digital transformation investment objectives and imple-
mentation strategies is a priority.

For the above reason, in this paper a simulation-based
Multi Criteria Decision Making (MCDM) brokerage strategy
is presented. The goal is to allow cooperative small-medium
size IoT Cloud providers to satisfy the request for IoT-Cloud
services, with a good compromise between service level and
business for the O&G industries.

III. RELATED WORK

In this Section we present related work concerning the use
of IoT in Industry and the massive sensing data management
through the Cloud according to the industrial necessities.

In the past, Wireless Sensor Networks (WSN) was not the
preferred choice for offshore monitoring in the O&G sector for
many reasons, such as reliability and security concern. Nowa-
days, instead, advances in reliability, security, and affordability
within the constraints of frequency allocation enable O&G
companies to take full advantage of WSN for challenging
industrial environments. About this topic, an industrial pipe
rack safety monitoring system based on WSN, which uses
the ISA100.11a standard for industrial field instruments is
presented in [6].

Standardization efforts on IoT and machine-to-machine
communication are addressing industrial-strength networking
in multiple forums: a viewpoint about Intelligent Systems as a
new industrial revolution is described in [7].

In [8] the authors address at massive sensing data man-
agement in the Cloud. It includes a framework supporting
parallel storage and processing of massive sensor data in Cloud
manufacturing systems, based on Hadoop MapReduce.

A context-oriented data acquisition and integration platform
for the IoT over a Cloud is presented in [9]. The platform
collects sensor data from different types of sensor devices and
integrates them into semantic contexts which can be easily
shared and reused among different mobile applications. As
a consequence, the context information can enhance mobile
applications usability by adapting to conditions that directly
affect their operations.

In [10] the authors propose a Sensor-Cloud Infrastruc-
ture which can manage physical sensors on IT infrastructure
to improve the usability through virtual sensors on Cloud
computing. The Missouri S&T (Science and Technology)
sensor Cloud [11] connects different networks over a large
geographical area, in order to be employed simultaneously by
multiple users according to an on demand service model.

The Mobile and Distributed Systems Lab (MDSLab) at
the University of Messina, Italy, developed Stack4things: an
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OpenStack-based and Cloud-oriented horizontal solution pro-
viding IoT object virtualization, customization, and orchestra-
tion [12].

The above-mentioned scientific contributions clarify that it
is not possible to postpone the correct planning and manage-
ment of the IoT-Cloud services in industrial plants. In such
complex context, it is necessary to use optimized systems
addressed to control a multitude of variables thus to avoid
low productivity and economic losses. For the above reasons,
we describe our strategy in the next Sections.

IV. THE IOT-CLOUD BROKERAGE SCENARIO

In this Section we introduce a description of the real IoT-
Cloud Brokerage scenario we refer. It is useful to better
understand the proposed strategy and how the simulation tool
presented in next Sections works.

In particular, we refer to a dynamic scenario where CSPs
are able to share their IoT-Cloud resources among the related
Cloud sites (i.e., data-centers) within a cooperative Cloud
environment, thus forming a Community in order to satisfy
what the O&G industries need in terms of Quality of Service
(QoS).

In such dynamic critical service-based scenario, an auto-
mated Service Level Agreement (SLA) negotiation process,
which involves both customers and cooperative CSPs , facili-
tates the bilateral negotiation between the Community Cloud
broker and multiple providers to achieve the objectives for
the O&G industries. Therefore, to relate to each other hetero-
geneous parameters which are usually considered “singularly”
by the IoT-CSPs and to balance them is a challenge. To this
end, an approach based on Cloud brokering can simplify the
procedures in making the best choice, thus to achieve a good
compromise.

The proposed brokerage scenario is exemplified in Fig. 1.
It is essentially representative of a large-scale distributed IoT-
Cloud platform with a centralized brokerage schema. More

Fig. 1. Exemplifying IoT-Cloud Brokerage Scenario

specifically, on the left, each Applicant CSPs, that is unable
to serve the IoT services (i.e., in terms of QoS) to a customer
through its own Cloud resources, makes a request R to the
Broker in order to receive the best offer O from the Bidder
CSPs on the right. The ‘blue’ connection int the exemplifying
schema reports the CSP A1 makes a request R1 to the Broker
which, in turn, calculates the best offer among the Bidder CSP.
It results in the O1 from the CSP B1 which is available to run
the IoT services S11 at its own Site η1. Therefore the O1 is
turned by the Broker to the CSP A1 which attempts to contact
the CSP B1. Finally, the CSP A1 provides the IoT services
S11 to the customer, such as the O&G industry, through the
CSP B1 at the Cloud Site η1. The same approach is for the
‘red’ connection between the CSP Ai and the CSP B2. In this
case the request Ri for the IoT services S1i can be satisfied
by the offer O2.

V. THE MCDM STRATEGY

The main objective of the proposed Cloud broker decisional
system is to pick out a set of offers that meets specific hetero-
geneous requirements. To this end, our strategy implements a
Multi Criteria Decision Making (MCDM) algorithm that has
been adapted to address the requirements of the proposed IoT-
Cloud scenario using multi-criteria JSON Data Sets. In this
Section, we present MCDM and discuss how it is adopted to
design the multi-criteria decisional system.

The MCDM algorithm allows the Cloud broker to solve
a decisional problem in which, according to O alternatives
(i.e., offers) and Γ decisional criteria, we have to identify the
best alternative or a set of A alternatives so that 2 ≤ A ≤
Γ. It dynamically manages the alternatives in form of JSON
documents as inputs, i.e., each offer is modeled by a JSON
document.

The proposed strategy consists of three phases: prelimi-
nary, applicant and brokerage.

A. Preliminary phase

A preliminary phase is under the responsibility of the
customer and consists of four main steps.

The first step is to choose the set Γ of decisional criteria.
The choice implies the following AND condition:

AND(c1, ..., cN ) = true;with N ≥ 2 (1)

Starting from an in-depth analysis on the IoT-Cloud com-
mercial platforms and services by several “top” leader (e.g.,
AWS, Teradata, Deloitte US, Google) we choose the following
criteria for the proposed MCDM strategy:

• Operational Availability;
• Storage Capacity Service Price;
• Data Analytics Service Price;
• Cybersecurity Level;
• Support Level;

The second step is to quantify, for each criterion, the basic
necessities of the IoT-Cloud service to require.
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Once criteria have been selected, at the third step, a weight
w is associated with each criterion c, so that:

∀c ∈ Γ⇒ ∃w ∈W :

N∑
k=1

wk = 1 (2)

The fourth step is the transmission of the results of the
previous three steps to the Community CSP for the next
evaluation phase.

B. Applicant phase

The applicant phase is under the responsibility of the
Community CSP receiving the request from the customer. In
quality of Applicant CSP (Fig. 1) it makes a request to the
Broker containing all the weighted criteria in the form of JSON
Request Data Set.

C. Brokerage phase

This phase allows whole Community CSPs to evaluate what
is the best Community CSP which is capable to satisfy the
request both quantitatively and on a quality level. The Broker
broadcasts the request received from the Applicant CSP to the
Community CSPs that, in turn, will be able to make one or
more offers in quality of Bidders CSPs. Therefore, the Broker:
i) gathers the offers for each request, ii) evaluates them by
calculating a score through the Formula (3), iii) ranks the
offers on the basis of the reached scores, iv) share the rank
with all of the Community CSPs.

score = Fw(w, g,N) =

∑N
k=1(wk ∗ gk)

N ∗
∑N

k=1 wk

(3)

More specifically, the score is calculated by multiplying the
weight w and the evaluation grade (g) assigned to each k-th
criterion and by normalizing it on a zero-to-one rankings. The
brokerage phase dynamically runs at Broker, thus allowing it
to provide near real-time rankings for each request.

D. Criteria

1) The Operational Availability (A0) Criterion: We refer
to the Operational Availability as the percent of time the IoT-
Cloud equipment is available to for use, i.e., it works properly
when it is required. Essentially, the A0 represents the uptime
of the offered service by the CSP and considers the effect of
reliability, maintainability, and of the Mean Logistics Delay
Time (MLDT). It may be calculated by dividing the Mean Time
Between Maintenance (MTBM) by the sum of the MTBM, the
Mean Maintenance Time (MMT), and the MLDT as follows:

Ao =
MTBM

MTBM +MMT +MLDT
(4)

2) The Storage Capacity Service Price (Sprice) Criterion:
Monetary cost is a quantifiable criterion that addresses cus-
tomers and organizations in their business. Usually a company
which needs to control the production cycle of a plant by a
smart objects network requires an IoT-Cloud service taking
into account the required number of messages to manage (i.e.,
million of messages) and the related service price generally
expressed in $/M (i.e., dollars-per-million of messages). In
particular O&G company generally needs the management
of several Tera Bytes (TB)-per-year of data due both to the
complexity and magnitude of its plants. Therefore, it should
make certain of CSPs assure the adequate storage capacity,
furthermore with supportable monetary cost. For example,
Amazon Web Services (AWS) has built IoT specific services
(i.e., AWS Greengrass and AWS IoT) based on the above
specifications. On the other hand, Bidder CSPs generally offer
a “customized volume pricing” which takes into account both
the amount and the typology of data to store and to manage.

By specifically referring to IoT services, the Storage Capac-
ity Service Price (we label as Sprice) is generally expressed
in $/TB (i.e., dollars-per-Tera Byte). A customer (e.g., O&G
company) which want to quantify basic TB necessity before
making a service request to a Community Cloud member (e.g.,
via web interface) should consider the following Formula:

TB = Fb(Objnum,M, psize,∆t) =

= Objnum ∗M ∗ psize ∗∆t

(5)

where Objnum is the number of smart objects providing data
through the Internet. M is the number of messages-per-hour
to manage. The psize parameter indicates the payload size for
each message (i.e., byte-per-message). For example, the use of
the MQ Telemetry Transport (MQTT) protocol [13] by several
“top” CSPs (e.g., AWS) in their offered IoT services results
512 byte is the maximum payload size for each message. The
running time ∆t can be generally expressed as a function of
the service start and stop dates, and of the number of years yy,
months mm, days dd and hours hh in the service “start-stop”
time period, as follows:

∆t = Ft(datestart, datestop, yy,mm, dd, hh) (6)

A yearly (i.e., by considering 365 days) full-time maintenance
at a capable destination results ∆t equals 8760 hours.

Once a customer knows its basic TB necessity B, it is able
to make its request.

3) The Data Analytics Service Price (Aprice) Criterion:
Data Analytics is the “added value” to the Storage Capacity:
as a service it processes raw data and converting it into
information useful for decision-making by customers. Bidder
CSPs generally offer a “customized volume pricing” ($/TB)
which takes into account both the amount and the typology of
data to process by using a specific software framework (e.g.,
the Hadoop MapReduce).

4) The Cybersecurity Level (Cl) Criterion: The growing
threat of increasingly sophisticated cyberattacks (i.e., cyber-
crime) threatens the development of safe Information and
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Scenarios
Weights → w1 w2 w3 w4 w5

Scenario 1 → 0.2 0.2 0.2 0.2 0.2
Scenario 2 → 0.1 0.1 0.1 0.6 0.1
Scenario 3 → 0.1 0.4 0.3 0.1 0.1

Requests (Eq.(5))
Smart Objects (Objnum) M [mess/h] psize [B] ∆t [hours]

100, 500, 1000 720, 1800 500 8760
Offers

Bidder CSPsnum Offersnum

3÷5 5÷10

TABLE I
SIMULATION-BASED SCENARIOS.

Communication Technologies globally. This is a problem for
the growing use of IoT, especially in complex environments
such as the O&G plants. Safeguarding IoT-Cloud provides for
a reliable environment critical for organizations and individu-
als to conduct business and freely communicate. Based on the
above considerations, the proposed strategy includes the Cy-
bersecurity Level as criterion, by referring to the geographical
Global Cybersecurity Index (GCI) annual report by both ITU
and ABI Research [14].

5) The Support Level (Sl)Criterion: Support Level is in-
dicative of the CSPs problem solving capability, that is how
much time (hours) the CSP needs to solve a problem commu-
nicated by the customer, once the support terms specified in
the service agreements are activated.

VI. CASE OF STUDY

In order to prove the goodness of the proposed MCDM
strategy, we set up the introduced simulated IoT-Cloud broker-
age scenario by using the J2CBROKER tool [15] on a Virtual
Machine equipped with Ubuntu Server 14.04 and hosted in a
IBM BladeCenter LS21 at the Cloud Laboratory Data-center
- University of Messina.

J2CBROKER is essentially designed on a JAVA client-
server architecture which models both the IoT-Cloud service
requests and offers (i.e., Data Sets) through JSON documents.
It executes the calculations introduced in Section V and shows
the results (i.e., the Community Bidder CSPs offers) in form
of rankings.

A. Simulation Environment

As reported in Table I: i) we modeled three scenarios based
on different weights distributions for the selected five criteria
and different typologies of requests; ii) each request includes
the number of smart objects Objnum, the message-per-hour
M to manage, the payload size psize and the the service start-
stop time period ∆t; iii) the Bidder CSPs ranges from 3 to
5 in number and it is able to present offers ranges from 5 to
10 in number. Tab. II shows the selected range and grade for
each MCDM criterion.

MCDM Simulation Environment
Criteria → c1 c2 c3 c4 c5
Labels → A0 Sprice Aprice Cl Sl

Units → % $/TB $/TB GCI index hh
grade=1 99.95 41÷50 k 5 k 0.000÷0.199 19÷24
grade=2 99.96 31÷40 k 4 k 0.200÷0.499 13÷18
grade=3 99.97 21÷30 k 3 k 0.500÷0.699 5÷12
grade=4 99.98 11÷20 k 2 k 0.700÷0.749 2÷4
grade=5 99.99 1÷10 k 1 k 0.750÷1.000 ≤1

TABLE II
SIMULATION ENVIRONMENT. SELECTED RANGE AND GRADE FOR EACH

MCDM CRITERION.

Scenario 2; Obj=500; M=1800; psize=500 B; TB=3.58
CSP Off A0 Sprice Aprice Cl Sl Score

id id % $/TB k$/TB GCI hh 0÷1
1 4 99.97 31 k 1 k 0.824 US* 18 0.84
3 2 99.95 35 k 1 k 0.735 NO* 7 0.7
3 1 99.95 31 k 1 k 0.706 IN* 20 0.66
2 4 99.98 22 k 4 k 0.559 MA* 11 0.6
4 1 99.96 39 k 2 k 0.500 RU* 24 0.54

*US=USA; NO=Norway; IN=India; MA=Morocco; RU=Russian Federation

TABLE III
A LIST OF SAMPLES RESULTING FROM THE J2CBROKER SIMULATION.

B. Results

Table III shows a ranking of samples resulting from the
Scenario 2 (Table I). The ranking includes the offers match-
ing the request for 500 Smart Objects which produce 1800
message-per-hour with a psize of 500 Byte. The “best offer”
is the number 4 by the CSP number 1 at a Cloud site which is
located in the United States (US). The “total” monetary cost
for the proposed IoT-Cloud service is 32 ke/TB due to the
sum of the Sprice and the Aprice, i.e., 114.56 ke, in order to
manage 3.58 TB in a time period of 8760 hours.

Figure 2 shows a linear diagram which represents a set of
30 offers referred to the Scenario 1. For each offer, it reports
the Score and the quality index related to the Storage and Data
Analytics Service Prices. This quality index is calculated as
follows:

Q = Fq(Sprice, Aprice) = 1− Sprice +Aprice

SpriceMax +ApriceMax

(7)

The graph allows a clear visualization of the best offers.
Based on the Score value, the best offer is the number 5 by
the CSP 4 at a destination site which is located in Australia.
Based on the Q value, the best offer is the number 1 by the
CSP 3 at a destination site which is located in Canada.

By taking into account the same set of offers previously
considered, Figure 3 reports, for each offer, the related Score
and the Cybersecurity Level. Based on the Score value, the
best offer is the number 2 by the CSP 2 at a destination site
which is located in Canada. Based on the Cybersecurity Level,
the best offer is the number 3 by the CSP 1 at a destination
site which is located in the United States (USA).

Figure 4 reports the related Score and the Cybersecurity
Level for 30 offers with reference to the Scenario 2. Based on
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Fig. 2. Comparison between Score and Q for a set of 30 offers in the Scenario
1.

Fig. 3. Comparison between Score and Cybersecurity Level for 30 offers in
the Scenario 1.

the Score value, the best offer is the number 1 of the CSP 4
in USA. The graph highlights how the matching between the
Score and the Cybersecurity lines is more accurate than the
Scenario 1. This result occurs because the requested weight
for the Cybersecurity criterion is the highest one (0.6) among
all the other criterion weights (0.1).

Moreover, if we evaluate the presented offers only on the
basis of the criterion 4, the Cybersecurity line highlights two
worst offers. Otherwise, by weighting these latter through all
the heterogeneous criteria, they do not represent the worst
cases.

Fig. 4. Comparison between Score and Cybersecurity Level for 30 offers in
the Scenario 2.

VII. CONCLUSION AND FUTURE WORK

In this paper, a simulation-based Multi Criteria Decision
Making (MCDM) strategy has been presented in order to help
CIOs and IT leaders towards a strategic perspective to capture
business value from the IoT-Cloud union.

The result is to allow cooperative small-medium size IoT
Cloud providers to satisfy the request for IoT-Cloud services,
with a good compromise between service level and business
for the O&G industries.

In future work we will integrate the proposed MCDM
strategy in the Stack4Things framework developed at the
University of Messina, by a “MCDM engine” able to achieve
an IoT-Cloud brokerage framework.
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